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 Since the publication of seminal works of Kendon and McNeill it is now an accepted view that 
language is inherently multimodal and that many properties of visual expressions in spoken and sign 
languages constitute fundamental design features of language. These include modality specific 
features such as visual iconicity, indexicality and simultaneity expressed by the manual, bodily and 
facial expressions.  The next challenge in linguistics is then how to define a framework that explains 
how these can be integrated along with arbitrary, categorical and sequential properties of linguistic 
expressions typical of spoken/textual expressions and in a way that grounds language in human 
cognition and communication. 
            To do so I will sketch a Multimodal Language Framework (MLF) (e.g., Holler and Levinson 
2019; Hagoort and Özyürek, 2024) that attempts to offer a way for how characterize language in such 
a multidimensional way.  Based on empirical data from spoken and sign languages, including Italian 
and Italian Sign language, I will outline how producing and perceiving linguistic expressions with 
this added complexity of multimodal expressions allows us to revisit typologies of language 
structures, language-(neuro)cognition interface, production and comprehension processes, models of 
communication (based on efficiency, relevance, conversation) and language acquisition. The take 
home message from more than a decade of such research is that a multimodal but not a unimodal 
view of language structure and use best characterizes human language as an adaptive system to human 
cognition, learning and communication principles. I will end the talk with a call for more multimodal 
language research in Italian which is rooted typologically in rich multimodal use of language.  
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Aspects of multimodal language development 
 

Maria Graziano 
 

Lund University Humanities Lab 
 

maria.graziano@humlab.lu.se 
 
Given the substantial evidence supporting the close link between speech and gesture in human 
communication, research on language development has increasingly embraced a multimodal 
approach. While earlier studies primarily concentrated on the initial stages of language acquisition, 
more recently research has shifted to examining later stages, aiming to understand how children learn 
to integrate linguistic structures with bodily resources in extended complex discourse, such as 
storytelling. 
I will illustrate how children’s ability to integrate the expressive potentials of spoken and gestural 
modalities in narrative discourse changes over time and increases with the development of linguistic 
and pragmatic skills. I will argue that, in later stages of language acquisition, the development of 
speech and gesture proceed in parallel, and I will maintain that this supports the view that two 
modalities form an integrated system. Finally, I will also highlight the need for further research on 
children’s multimodal behaviour, particularly the importance of extending the studied age range 
beyond childhood, as well as the sort of discourse. Additionally, I will suggest that combining a 
qualitative and a quantitative perspective could offer valuable insights into how the two modalities 
develop and interact in children’s spoken discourse. 
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Multimodal adaptations in storytelling: Differences in gesture and speech between child-

Directed and adult-directed narratives 
 

Jiali Li1, Ingrid Vilà-Giménez2, Sara Coego1, Pilar Prieto3,1 

Universitat Pompeu Fabra1, Universitat de Girona2, Institució Catalana de Recerca i Estudis 
Avançats3 

 

Jiali.li@upf.edu 
 

There is evidence that speakers use multimodal linguistic adaptation strategies when communicating 
with children (child-directed speech, CDS) and adults (adult-directed speech, ADS). Previous studies 
have generally found that CDS involves more referential iconic gestures and longer speech production 
than ADS (Campisi & Özyürek, 2013; Kandemir et al., 2024; Zhang & Gu, 2024). While the increased 
use of referential iconic gestures in CDS has been highlighted, the role of gesture viewpoint or 
informativeness has been neglected. The present study investigates how future preschool teachers 
adapt their multimodal language when telling stories to children compared to adults, focusing on 
differences in narrative length, gesture use, and the semantic-pragmatic characteristics of gestures 
between CDS and ADS. 

The study employed a within-subjects design based on the TEACH-TALK audiovisual 
narrative corpus (Vilà-Giménez et al., 2024), which consists of 80 narratives performed by 40 first-
year Early Childhood Education students. Each participant narrated the same Pingu wordless cartoon 
to two simulated audiences: one adult and one child (1 narrative x 40 participants x 2 conditions). All 
the narratives were analyzed for word count, and all co-speech gestures were coded across multiple 
levels: gesture referentiality (referential vs. non-referential gesture) and dimensions of referentiality 
(referential iconic vs. deictic vs. metaphoric gesture), following the M3D labeling system (Rohrer et 
al., 2023); gesture viewpoint (character vs. observer vs. dual vs. narrator viewpoint gesture; following 
McNeill, 1992); and gesture informativeness in the case of referential iconics (redundant vs. non-
redundant referential iconic gesture). From a methodological standpoint, this study introduced a novel 
approach by analyzing gesture viewpoint across all gesture types, including non-referential gestures. 

Statistical analyses involved six linear mixed-effects models examining differences in narrative 
length (in terms of word count) and gesture use (i.e., overall gesture rate, gesture rate by referentiality, 
dimensions of referentiality, viewpoint, and informativeness) between CDS and ADS conditions. 
Results revealed significant differences in multimodal storytelling strategies across conditions. 
Narratives directed at children were significantly longer than those for adults, suggesting more 
elaborative and explanatory language use. While no significant differences were found in overall 
gesture rate or gesture informativeness, speakers produced significantly higher rates of referential 
iconic gestures in CDS. Importantly, the use of character viewpoint (CVPT) gestures increased 
significantly in CDS narratives. Although infrequent, non-referential CVPT gestures were found 
exclusively in CDS, potentially conveying abstract qualities of the characters’ behavior beyond 
explicit dialogue.  

The increased use of referential iconic gestures and CVPT gestures when narrating in CDS 
indicates a tendency to embody characters' perspectives more frequently when addressing children, 
suggesting that these gestures may serve to enhance story comprehension and engagement for 
younger audiences. These findings contribute to our understanding of how speakers adapt their 
multimodal communication strategies based on audience characteristics (CDS or ADS) and offer 
practical insights to enhance storytelling techniques through effective multimodal communication 
strategies for storytelling in educational contexts.  
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From discourse to dialogue: exploring dialogic gestures in French interaction 
 

Loulou Kosmala1, Corrado Bellifemine2  
 

1Paris Est-Créteil University 
2University of Lorraine 

 
loulou.kosmala@u-pec.fr 

 
For a long time over the past fifty years, a distinction has often been made between ‘referential’ and 
‘pragmatic’ gestures (Kendon, 2004, 2017; Lopez-Ozieblo, 2020) to refer to the two main functions 
of manual gestures in interaction: some are used to represent objects or spatial relations (referential), 
while others display a stance, embody a speech act, or indicate the relationship between different 
discourse segments (pragmatic). The latter are also known as ‘speech-handling’ gestures (Streeck, 
2009) and share many recurrent (Muller, 2017) formal features such as the palm-up open hand, the 
finger bunch, the cyclic gesture, or the shrug, among others. Fewer studies have been dedicated to 
interactive gestures, which can be viewed as a subtype of pragmatic gestures (Kendon, 2017). One 
notable exception is the seminal work of Bavelas et al. (1992, 1995) who presented a typology of 
gestures ‘specialized for dialogue’, including common-ground gestures, gestures used to cite the 
interlocutor’s previous contribution, or turn-taking gestures. Additionally, while all pragmatic 
gestures can be considered as interactive, some referential gestures (i.e. representational and deictic) 
can also serve interactive functions, especially in contexts of co-construction and alignment.  From 
an interactionist and dialogical approach (Bakhtine 1978, 1984; Couper-Kuhlen & Selting, 2018), 
any gesture can be considered interactive to a certain extent, in the sense that they are ‘addressed to 
the interlocutor’ during situated interaction. For the present study, we adopt the term ‘dialogic 
gestures’  to refer to those gestures which embody ‘dialogic moves’ (Hudelot & Salazar-Orvig, 2003) 
and are thus primarily oriented to the dialogue rather than discourse. 

This study aims at examining the dialogic dimension of referential and pragmatic gestures in 
six 20-minute recordings of semi-spontaneous French conversations between university students. 
Building and expanding on Bavelas and colleagues’ initial typology, we first distinguish between 
gestures that are oriented to the dialogue and the interlocutor (“dialogic”) and those that are more 
discourse- and self-oriented (“discursive”) before labeling them ‘pragmatic’ or ‘referential’. Gesture 
form was also annotated (pointing, palm up, cyclic gesture, finger snap, tracing, molding, acting…) 
as well as other bodily articulators such as eyebrows, torso and head movements, which contribute 
both to interactional dynamics and discourse construction.  

Results show that speakers mainly rely on pragmatic gestures during face-to-face interaction, 
confirming their interactive nature in dialogue but also their structuring role during discourse 
elaboration. Dialogic gestures, which are mostly pragmatic, are highly influenced by the level of 
familiarity and engagement found within the pairs; while some pairs are highly engaged and rely a 
lot on common ground, others are more withdrawn and thus rely less on dialogic gestures. In 
particular, (dis)alignment, common ground, and citing are among the most frequent subtypes of 
dialogic gestures.  

More detailed qualitative analyses show that some of the functions put forth by Bavelas and 
colleagues (e.g. “delivery” gestures) can also be applied to discourse-oriented gestures, thus 
highlighting the intricate relation between discourse and dialogue in interaction. At the formal level, 
Finger pointing and palm ups, depending on the context, can both be used to point towards or 
introduce/maintain a referent (referential) or establish common ground and signaling agreement or 
disapproval (pragmatic). The orientation of the hands, in particular, can further help distinguish 
between a discourse-oriented gesture and a dialogic one. This further questions the complex 
relationship between form, shape, orientation, and function. 
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Although pragmatic gestures can always be considered interactive (according to Bavelas and 
colleagues), this study shows that some sequential and contextual features (turn sequencing, turn 
positioning, and other dialogic moves) can further influence the way speakers make use of different 
types of gestures to anchor and ground themselves in conversation and participate in discourse co-
construction. 
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Using Hebrew data, the present study examines the pragmatic functions of the Hand(s) on Heart 
Gesture which is performed by placing either one hand or two hands on the upper torso, with the two-
handed variant including the crossing of one hand over another. In Hebrew culture, the gesture is 
strongly associated with the concepts of honesty and sincerity, as evident, for example, in the Hebrew 
idiom 'im yad 'al ha-lev (lit. ‘with a hand on the heart’) meaning ‘honestly’, in which the chest 
metonymically represents a heart (cf., Baranyiné Kóczy and Sipőcz 2023). However, we will show 
that the analysis of the gesture as it is used in naturally occurring conversation, reveals other meanings. 

The Hand(s) on Heart Gesture has sparked the interest of researchers in various fields, 
including art history (Lange 1887), embodied cognition (e.g., Cantarero et al. 2017; Parzuchowski et 
al. 2014), and nonverbal communication (Farley et al. 2021). In the field of multimodal interaction 
analysis, however, the gesture was mentioned only in passing (e.g., Quasinowski et al. 2022; Streeck 
2009). The present study seeks to fill this lacuna, using data drawn from the Haifa Multimodal Corpus 
of Spoken Hebrew, which consists of video recordings of naturally occurring casual conversations 
collected from 2016 through 2023, with approximately 18 hours. We identified 91 occurrences of the 
gesture in total. However, in 49 cases participants used the gesture referentially, usually for a 
metonymic representation of the first person or heart, or as a means of indexing the chest. The current 
study will focus on the 42 remaining occurrences of the gesture. To explore what this gestural resource 
accomplishes in interaction in the moment in which it is produced, we employed the methodologies 
of interactional linguistics (Couper-Kuhlen and Selting 2018) and multimodal conversation analysis 
(e.g., Goodwin and Goodwin 2000; Mondada, 2016).  

The analysis of the collection revealed the following contexts in which the gesture was used: 
(1) conveying an affective stance (18%), (2) conveying content assumed to violate expectations, such 
as concessive statements (20%); in these contexts, the gesture was often co-produced with verbal 
expressions of sincerity, such as be-'emet (lit. ‘in true’), (3) intensification (41%), (4) “self-defense 
sequences” (13%), in which the speaker rejects the criticism and produces a “self-defense” statement 
claiming that the interlocutors misinterpreted his or her intentions, and (5) other contexts in which 
the gesture accompanied uncontrollable physiological responses involving physical exertion, such as 
laughing, coughing, and also imitation of vomiting (8%). Based on these findings, on the principles 
of grammaticalization (e.g., Hopper and Traugott 1993), and on the principles of the ‘emancipation’ 
of gestures as semiotic resources used in interaction (Müller 2014; Streeck 2009, 2021), we will 
suggest and elaborate on the grammaticalization path of the gesture, tracing its evolution from a 
physiological response to excitement-induced palpitations to its role as a pragmatic marker of 
intensification. 
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Theoretical accounts of metaphor comprehension argue whether our ability to understand figurative 
expressions involves mainly imagery processes (Lepore & Stone, 2010) or pure amodal propositions 
(Sperber & Wilson, 2008), or a multimodal combination of both imagistic and propositional 
representations (Carston, 2018; Gibbs & Matlock, 2008). Evidence of imagery involvement in metaphors 
can be found in the literature, but this is limited to literal aspects of the metaphorically used words (e.g., 
the activation of sensory-motor information of ‘snake’ when hearing the metaphor ‘highways are snakes’; 
Al-Azary & Katz, 2021), while it is unclear whether perceptual features associated with the mental image 
of the global metaphorical meaning (e.g., highways being dangerous) are activated in the brain. Here, we 
used EEG recordings to investigate the psychological reality of complex mental images associated with 
metaphorical expressions.  

We designed a novel experiment where a picture (e.g., a woman with messy hair) was preceded by 
one of four different tasks, either matching or mismatching with the picture (Fig. 1): i) a metaphoric 
description (some hairstyles are bushes, MET); ii) a literal description (some hairstyles are uncombed, 
LIT); iii) an adjective prompting mental imagery (uncombed, IMA); iv) another picture (PHY). ERP and 
Time-Frequency (TF) analysis were conducted using Montecarlo cluster-based permutation tests: using the 
ERP responses of PHY as the benchmark, we contrasted MET minus LIT and IMA minus MET. Based on 
the expectation that in PHY the matching condition would evoke P300 responses while the mismatching 
condition N200 responses (Folstein & Van Petten, 2008; Friedman et al., 1988), we shaped the following 
predictions for the key contrasts: i) if metaphors trigger richer images than literal sentences, we would 
expect P300 (in matching) and N200 (in mismatching) responses to be greater in MET and IMA compared 
to LIT; ii) if metaphors do not benefit from greater imagistic processes than literal sentences, we would 
expect the P300 (in matching) and N200 (in mismatching) responses to be similar in MET and LIT, both 
differing from IMA.  

ERPs results (Fig. 2) showed that, in the matching condition, MET differed from LIT (but not IMA) 
showing a greater P300-like response (i.e., aligning to PHY), while it differed from IMA (but not LIT) in 
the late positivity. In the mismatching condition, MET again differed from LIT (but not IMA) for a smaller 
N200-like response, being also different from IMA in later negative responses. For the TF analysis (Fig. 
3), MET revealed greater alpha desynchronization compared to LIT and reduced theta synchronization 
compared to IMA across conditions. The difference between MET and IMA is also supported by 
exploratory source estimation analysis, which highlighted reduced medial-parietal activations in MET 
compared to IMA (Fig. 4).  

These findings support a multimodal model of metaphor processing (Gibbs & Matlock, 2008; 
Paivio & Walsh, 1993) by showing that metaphoric meanings blend both amodal and imagistic 
representations. In particular, metaphoric representations were closer to pure imagistic ones than literal 
ones in the P300 response, being also easier to accommodate compared to literal ones as shown by the 
reduced N200 response in mismatching conditions. However, metaphoric representations differed from 
pure imagery in later components indicating that imagery might require extra effort to be integrated with 
abstract conceptual representations when not constrained by linguistic material (Dudschig et al., 2016; 
Hirschfeld et al., 2011). Similarly, oscillation analysis revealed differences from literal in terms of greater 
alpha decrease (indexing greater verbo-pictorial integration, Scharinger et al., 2020) and from imagery in 
terms of reduced theta synchronization (reduced visual properties retrieval from long-term memory, 
Canales-Johnson et al., 2021). In supporting a multimodal model of figurative meaning, metaphor-evoked 
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images are shown to be also more relevant and perceptually richer compared to those aroused by literal 
sentences. 
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Fig 1. Trial structure of the four tasks included in the EEG experiment and example of matching and mismatching 
picture stimuli. 
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Fig 2. ERPs grand averages across tasks and significant clusters as identified by the cluster-based permutation tests 
on the ERPs. Fronto-central sites: Fz, FC1, FC2, F1, F2, FCz; Parieto-occipital sites: CP1, Pz, CP2, P1, PO3, POz, 
PO4, P2, CPz. The P300 and N200 responses are labeled for reference as the expected ERP patterns for the Physical 
Task. 

 
 
 
 
Fig 
3. 

Time-frequency representation analysis with significant clusters as identified by the cluster-based permutation tests.  
 
 

 
 
Fig 4. Exploratory source estimation analysis computed on ERP grand averages using sLORETA with unconstrained 
orientation, based on OpenMEEG BEM. Task comparisons showed reduced medial-parietal activations in MET 
compared to IMA, while no differences in source activations emerged between MET and LIT. 
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During face-to-face communication, listeners integrate various communicative signals such as speech 
and speech accompanying iconic gestures that represent object attributes, actions, and events (for a 
review, see Özyürek, 2014). Earlier ERP studies with native listeners demonstrate the N400 effect in 
gesture-speech mismatch paradigms with more negative N400 amplitudes to gestures that convey 
mismatching than matching information in relation to the accompanying speech or an earlier context 
(e.g., Kelly et al., 2007; Özyürek et al., 2007; Wu & Coulson, 2005). Evidence also suggests distinct 
behavioral and neural dynamics of speech-gesture integration across first (L1) and second languages 
(L2), where the processing of visual semantic cues might be different in L1 and L2 (e.g., Dahl & 
Ludvigsen, 2014; Drijvers & Özyürek, 2018; Zhang et al., 2023). Building on prior work, this study 
examined the neural and behavioral underpinnings of multimodal language by examining how 
listeners process speech and co-speech gestures in their first (L1-Turkish) and second (L2-English) 
languages under varying attentional conditions (i.e., when attended the speech versus gesture channel).  

Across two experiments, we recorded EEG activity (Experiment 1, 24 participants) and 
reaction times (Experiment 2, 24 participants) during a mismatch task where participants watched a 
1-second video of an action prime (e.g., a man chopping vegetables with a knife) followed by a 1-
second video of another actress describing the action in the preceding action prime by uttering a word 
and making a gesture across 4 major conditions: (1) both-match (e.g., saying “chop” and gesturing 
“chop”), (2) gesture-mismatch (e.g., saying “chop” and gesturing “twist”), (3) speech-mismatch (e.g., 
saying “twist” and gesturing “chop”), (4) both-mismatch. The both-mismatch condition was further 
divided into two sub-conditions: (4.1) local match (e.g., saying “twist” and gesturing “twist”) and 
(4.2) local mismatch (e.g., saying “twist” and gesturing “shake”) to investigate the effect of the 
mismatch between concurrent speech and gestures independently. Participants were asked to detect 
whether the gesture (gesture-focused task) or the speech (speech-focused task) in the second video 
was related to the preceding action prime. Speech was presented in Turkish or English in separate 
blocks. In Experiment 1, we specifically focused on N400 and N2 components as indices of late 
semantic processing and early sequential matching, respectively. 

ERP waveforms elicited by the concurrent speech and gesture across languages, task focus, 
and mismatch conditions at the central electrode sites (average of Cz, C3, and C4) can be seen in 
Figure 1. In the gesture-focused task, there was a clear mismatch effect with more negative N400 
amplitudes to mismatching than matching gestures only when the accompanying speech was 
matching (Figure 2A). This effect was comparable across L1 and L2. For the speech-focused task, on 
the other hand, the mismatch effect was present in N2 amplitudes with more negative N2 amplitudes 
to mismatching speech than matching speech, regardless of the accompanying gesture (Figure 2B). 
Again, this effect was comparable across L1 and L2. Moreover, the reaction times in Experiment 2 
yielded parallel results with N400 amplitudes in the gesture-focused task and with N2 amplitudes in 
the speech-focused task.  
 When combined, our results provide compelling evidence for distinct neural and temporal 
dynamics in processing speech and gestures, as well as their asymmetric influences on one another. 
Processing speech might be instantiated earlier and independent of the accompanying visual signals, 
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which is evident in N2 amplitudes. Gestures, on the other hand, might engage late semantic processes 
and be influenced by the accompanying spoken signal. Notably, these patterns were comparable 
across first and second languages. Our findings highlight a complex interplay between modality, 
modality focus, and neural processing.  
 
Figure 1. ERP waveforms across languages, task focus, and mismatch conditions at the central electrode sites 
(Cz, C3, and C4). The N400 amplitude was computed as the average voltage within the 390-517 ms and the 
N2 amplitude was computed as the average voltage within the 258-324 ms. The N2 and N400 boundaries 
indicate the time windows used to calculate time-averaged normalized N2 and N400 amplitudes, respectively. 
Shadings depict the standard errors of the means across 24 participants.  
 

 
 
Figure 2. Normalized N400 (panel A) and N2 (panel B) amplitudes across languages, and task focus, and 
mismatch conditions. 
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Any conversation among humans is rife with feedback, interactional moves that display some kind 
of stance towards another interlocutor’s utterance [1]. Feedback serves various conversational 
functions: it can indicate passive recipiency to signal that the speaker can continue (continuer), 
acknowledge or agree with a claim (acknowledgment), mark information as new (newsmark), or 
evaluate information (assessment) [2]. 

Recent research studying naturalistic conversational data unveiled feedback as a 
fundamentally multimodal phenomenon involving the coordination of different channels [3]–[7]. 
However, the role of multimodal cues in differentiating feedback categories in face-to-face 
interactions remains underexplored. It is known that various multimodal feedback signals are 
combined to larger feedback events [8]. Feedback signals may take the form of lexical cues (words 
like ja ‘yes’ or signs such as STIMMT ’right’), non-lexical cues (vocalizations like ‘mm’ or manual 
gestures such as palm-up), and non-manual cues such as head nods, eyebrow raise, smiles, laughter 
and most importantly the combination thereof. Previous research has shown that, i.e. the head is the 
most often used articulator in the production of feedback [9]. Not known is yet the specific 
contribution of each multimodal cue to feedback categorizing as our understanding of how vocal, 
visual, manual and non-manual signals combine into complex feedback events in everyday 
conversation across different language modalities is limited. 

This study investigates which multimodal cues best predict feedback categories, using data 
from four languages: German Sign Language (DGS), Russian Sign Language (RSL), spoken German 
(GER) and spoken Russian (RUS) [10]–[13]. We analyzed 45 minutes of dyadic conversations per 
language, identifying 1,900 feedback events comprising 3,400 feedback signals. Using parallel 
annotation and analysis, we modeled the relationship between multimodal signal combinations and 
feedback categories (‘continuer,’ ‘newsmark,’ ‘assessment,’ ‘acknowledgment’). Modeling this 
relation helps to tap into the way how a speaker/signer arrives at the interpretation of their 
interlocutor’s feedback event, providing quantifiable metrics. We use random forests to determine 
the relevance of each multimodal signal for feedback events. Based on the (most) relevant predictors, 
we then run multinomial regression models. We extract coefficients that indicate the strength and 
direction of the relationship between predictors and each feedback category, which are then 
exponentiated to calculate odds ratios for each predictor across feedback categories, representing the 
multiplicative change in the odds of a category’s occurrence associated with a one-unit change in the 
predictor. In this fashion, we provide empirical evidence demonstrating how individual feedback 
signals influence the likelihood of a larger feedback event being interpreted as belonging to a specific 
feedback category. 

The data reveal that analyzing multimodal cues as predictors for differentiating feedback 
categories holds significant potential to advance our understanding of feedback dynamics, offering 
deeper insights into the interplay of these cues. Our findings underscore the importance of cross-
linguistic and cross-modal research in understanding how multimodal cues shape face- to-face 
interaction. 
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Figure 1: Likelihood of the two predictors’ (SPEECH GROUP and HEAD) feedback signals to affect 

the interpretation of the feedback category. The direction of change is indicated by signed 
percentages and the colored cells, with blue showing an increase, red a decrease. 
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This contribution is situated at the crossroads between the paradigms of interactional and cognitive 
linguistics, from where it focuses on pointing (or deictic) gestures as a crucial semiotic resource for 
the multifaceted interpretation of a usage event. Accordingly, the overall objective of this paper is to 
demonstrate how pointing gestures may actively contribute to the multimodal realization of 
grammatical construct(ion)s. The empirical basis for this qualitative study is a corpus of two plenary 
debates in the Flemish Parliament, of which four video excerpts will be analyzed more closely. 
It is generally accepted that pointing gestures cannot be categorized as mere reference markers (Kita 
2003). Several studies have convincingly shown that these gestures may occur with many formal 
variations as well as in multimodal co-occurrences (Fricke 2007; Ladewig 2020). Mondada (2014) 
demonstrates that pointing gestures are dynamically adapted in function of different socio-material 
circumstances and interactional recipients whereas the dialogue-based account of Ginzburg & 
Lücking (2021) elaborates the existing semantic taxonomy of pointing gestures by four types of 
addressees pointing.  

The present contribution will demonstrate by video excerpts taken from the corpus and 
transcribed as in the following examples (our translation), how pointing gestures may play a decisive 
role in the multimodal realization of a ditransitive construction (example 1), an argument structure 
underlying an attributive participle (shared in 2) and, finally, in the realization of a parenthetical 
construction. The underlined elements in these transcriptions mark co-occurrence with a pointing 
gesture. 

(1) …a lot of questions have been asked here… 
(2) …because I think that is a shared concern… 
(3) … because (--) government investments also have a positive effect… 

In (1) the speaker uses both hands to point at himself, thus indicating that all questions have been 
asked to him. In doing so, the gesture clearly impacts the syntactic organization of the argument 
structure as it provides a perfect realization of a multimodal ditransitive construction. In (2) the 
speaker points at herself and the previous speaker thus identifying two referents of the argument 
structure of the underlying verb ‘share’, which factors into the specific pragmatics of this utterance. 
In (3), during a short pause following the Dutch conjunct ‘want’, the speaker points to the previous 
speaker thus expressing a multimodal realization of the parenthetical construction along with a clear 
impact on the discursive and the pragmatic organization of the usage event. 
Our focus on the integration of pointing gestures along with locally situated aspects of interaction in 
grammatical construct(ion)s may feed into a new debate about a) the status of non-verbal and 
multimodal structures within construction networks (Diessel 2020: 12; Zima 2014; Schoonjans et al. 
2015; Bergs & Zima 2017), and b) the relative status (in terms of prominence) of different types of 
formal information (verbal vs. gestural) within a construction. With regard to the c) semantic pole of 
a construction, the integration of pointing gestures raises the cognitive linguistic issue of objective vs. 
subjective construal as a highly relevant and refining, but hitherto largely ignored dimension on the 
CxG agenda.               
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The present study aims to present a visually annotated Italian Sign Language (LIS) corpus and to 
propose it as a tool for multimodal corpora annotations.  
The corpus has been developed in the context of the Learning for ALL (L4ALL) Project, which seeks 
to develop a sign language ontology, enabling simultaneous access to different sources of linguistic 
information, reflecting the multilinear nature of sign language structure. The overall goal of the 
project is to make use of the LIS corpus in an AI environment.  
Signed utterances are constructed by the simultaneous combinations of different articulators (i.e., 
mouth, eye gaze, facial expressions, head movements, shoulder movements, hands), each one 
conveying a semantic value in the utterance constructions. Signed languages, being realized in the 
three-dimensional space, should not be forced into linear representations.  
Because of this multilinear nature - a feature inherent not only to signed languages but to all types of 
face-to-face communication - researchers struggled for a long time to identify the proper way to 
annotate signs (Antinoro Pizzuto et al. 2010, Slobin, 2008). SignWriting (SW) system has been 
proposed since the ’80 by Valerie Sutton as a promising solution to annotate the multilinear features 
of sign languages (Sutton, 1995). SW uses graphic symbols to represent handshapes, movements, 
facial expressions, and eye gaze, allowing a spatial arrangement of the units that refer to the face-to-
face sign, and visually showing their simultaneous articulation (Di Renzo et al. 2010).  Recently, 
research on artificial intelligence (AI) opened new discussions in the sign annotation field, and  SW 
proved to be a good candidate for being an intermediate language for automatic sign language 
recognition and translation (Yin et al., 2021; Jiang et al., 2023).  Starting from these recent and 
promising results, we developed a corpus of more than 4000 signs from 240 LIS videos across 
different linguistic genres (e.g., descriptive, narrative, expository, and argumentative text).  
The corpus was annotated by deaf research assistants through the ELAN software, using Formal 
SignWriting (FSW), a standard system of SW encoding with plain text (ASCII). The corpus has been 
annotated using four tiers: segmentation; the matching FSW for each signed unit; Italian descriptions 
for each signed unit; and an Italian translation of the entire LIS sentence.  Our approach utilizes the 
link between each sign and its description, maximizing and allowing our corpus to overcome the 
limitations that annotated signed corpora currently display. 
Considering that SW allows the simultaneous representation of the articulators, we linked it to a 
semantic description, aiming to represent the co-construction of meaning. For doing so, we developed 
a list of shared rules to take detailed note of the iconic aspects of the units and enable semantic 
networks to be created between them, that can be later exploited by language models. 
Finally, we discuss the impact that our work on multilinear data annotation could have in the field of 
multimodal research in face-to-face communication. 
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Language production adheres to the principles of the linguistic system to formulate utterances that 
convey the intended meaning. Nonetheless, in addition to expressing meanings, our utterances also 
execute actions. As per the model established by Austin, linguistic action comprises three distinct 
acts: the locutionary act, the illocutionary act, and the perlocutionary act (Austin, 1962). 

Within Austin's theoretical framework, the illocutionary act is pivotal, signifying an 
intermediate level between the act of stating something and its subsequent effects. Over the years, 
this concept has prompted various interpretations among scholars: the conventionalist perspective, 
which views illocution as the generation of conventional effects through activities regulated by 
convention, and the intentionalist perspective, which regards illocution as the articulation of 
communicative intent (Sbisà, 2013). Nearly all scholarly contributions concerning illocution are 
predicated on an exclusive analysis of verbal language, neglecting the significance of the gestural 
channel's contribution. 

Kendon (1995, 2004), by adopting a multimodal perspective, was among the pioneers in 
observe that certain emblematic gestures mark the illocutionary acts conveyed by utterances. In the 
years following, additional studies have been conducted on this subject. Bressen and Müller (2014) 
identified a repertoire of recurrent gestures in the German language that express various illocutionary 
values. Furthermore, Wilson (2024) acknowledges that representational gestures can fulfill specific 
pragmatic functions, thereby influencing the illocutionary interpretation of verbal expressions and 
contributing to the manifestation of complex linguistic structures acts. 

It is unequivocally acknowledged, as evidenced by numerous studies, that emblematic and 
representational gestures possess specific pragmatic and illocutionary functions. Moreover, alongside 
these gestures, which are distinguished by a significant degree of iconicity or conventionality, 
ANONYMIZED noted that in spontaneous speech, multimodal strategies for the construction of 
linguistic action may incorporate baton gestures. Specifically, three distinct strategies can be 
identified: the synchronization of speech and gesture in conveying the same illocutionary value, 
gestures that modify the illocution expressed verbally, and gestures that independently convey the 
illocution. This raises the question: Are gestures merely indicators of illocution, or do they play a 
contributory role in its expression? 
The study aims to address the inquiry by evaluating the agreement on the classification of illocution. 
It encompasses three groups of participants: the initial group was assigned the task of identifying the 
type of illocutionary act conveyed solely through the verbal channel (by listening to an audio file); 
the second group undertook the same task but focused exclusively on the gestural channel (by viewing 
a video file), while the third group was exposed to multimodal data. The illocutionary values 
employed are Assertion, Expression, Refusal, and Rite (Searle, 1969; Cresti, 2020). The spoken data 
utilized for the agreement assessment were derived from the CorMIP corpus, which compiles 
spontaneous interactions among speakers annotated pragmatically in accordance with the L-AcT 
model. The study illustrates that linguistic action is multimodal and speakers employ all available 
channels to convey illocution. Moreover, it appears plausible to hypothesize that such orchestration 
is influenced by the speaker's intention, adhering to an agentivity model predicated on feedback. 
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Multiple studies have shown that language development is an inherently multimodal process, 
encompassing not only cognitive-symbolic skills, but also visuo-motor and/or proprioceptive 
competencies (Northrup & Iverson 2020; Yu & Smith 2013; Sparaci & Volterra 2017; Volterra et al. 
2017). In child development this has led to reconsider the question of the origins of linguistic 
structures, such as narratives. In fact, once we accept that language extends well beyond speech, we 
find ourselves questioning where does multimodal language begin and we are faced with the difficult 
task of defining new boundaries for the emergence of specific linguistic skills. 

Considering narratives, some have traced their origins in pre-verbal action formats 
characterized by a four stage structure (i.e., a canonical state, a precipitating event, a restoration and 
a coda marking the end) (Bruner 1990; Bruner & Feldman 1993). For example, the game of peek-a-
boo, where: (1) mutual gaze is established, (2) the face is hidden, (3) it is shown again, and (4) “boo” 
marks the end of the game (Dautenhanh 2002). However, there are currently two contrasting theories 
on pre-verbal action formats and their relation to narratives. The first one, states that pre-verbal action 
formats, with a four-phase structure, are to be considered per se as early forms of embodied narratives 
(Delafield-Butt & Trevarthen 2015). The second one, suggests that while narratives may well be 
embodied and anchored in pre-verbal acts, the two must be kept well distinct (Gallagher & Hutto 
2019; Gallagher 2020; Sparaci & Gallagher 2023). For the former approach, pre-verbal actions are 
already a form of multimodal linguistic structures, for the latter a distinction should be made. So the 
ultimate question seems to be: where does the sidewalk of multimodal language begin? 

Starting from this question I will analyze the emergence of embodied narratives from early 
pre-verbal acts. In particular, by assuming a multimodal approach and considering the pivotal role of 
gestures, my attempt will be to show that pre-verbal action formats are purely performative structures 
(i.e., actions selected to convey meaning, but still linked to a specific here and know, which require 
presence of contextual or contingent background knowledge to be understood, Bates et al. 1975). On 
the other hand, narratives imply selecting specific contents from the continuous flow of everyday 
interactions, parsing them out and restructuring them in time and space. In this process content or plot 
is distinguished from the way in which it is conveyed, with an important shift in perspective (Sparaci 
& Gallagher 2023). In this sense, while we can still establish an important continuity from pre-verbal 
actions to multimodal linguistic structures such as narratives, we must also allow for relevant 
differences, outlining a perspective in which the passage from actions to multimodal language can be 
described as a form of a continuity through change. 
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Our study investigates the multimodal characteristics of communication in an autistic adolescent (19 
y/o) by analyzing spontaneous and semi-spontaneous spoken productions in monological and 
interactive contexts. Autistic individuals often face challenges in pragmatic communication, 
frequently attributed to “deficient or delayed mind-reading abilities” (Happè, 1993; Baron-Cohen, 
1995; Sperber & Wilson, 2002). These challenges can lead to breakdowns in conveying messages 
effectively and establishing interpersonal connections (Volkmar, 2020). Previous studies report 
impairments in both verbal and non-verbal pragmatic skills (McCann et al., 2007; So et al., 2015), 
including atypical gestures, issues with synchrony between gesture and speech (de Marchena & Eigsti, 
2010), limited variety (Wetherby & Prutting, 1984; Colgan et al., 2006) and difficulties with spatial 
referencing gestures (Hobson et al., 2010). This contributes to reduced communicative effectiveness 
and limits social interaction (Duffy & Healy, 2011), impacting the development of communication 
skills and non-verbal behaviors (Eigsti, 2013; Sparaci et al., 2019).  

Autism is also characterized by repetitive sensorimotor movements or self-adaptors (e.g., 
fidgeting, Mahmoud et al., 2013; Froiland & Davison, 2016). While often perceived as distracting to 
social interaction and bizarre (Lewis & Bodfish, 1998; Leekam et al., 2011), they may serve 
communicative purposes (Bascom, 2012) and are increasingly recognized as integral to autistic 
embodiment (Nolan & McBride, 2015; Chen, 2024).  

Our analysis addresses the following questions: How do social engagement patterns differ 
between monological and interactive contexts, considering the supposed “disconnection from others”? 
What occurs when co-speech gestures are absent? Can stimming movements fulfill pragmatic 
functions? Lastly, is the lack of articulation of information identified in previous research (Saccone 
et al., 2023) more pronounced in monological contexts? 

Using the Language into Act Theory framework (Cresti, 2000; Cresti & Moneglia, 2018), we 
analyze speech information structure and prosodic parameters, including utterance complexity, 
dysfluency, mean length of prosodic units, pitch variation, and speech rate. Gestures are segmented 
hierarchically into Gesture Units, Phrases, and Phase (Ladewig & Bressem, 2013); Kita et al., 1998). 
Specific focus is given to self-adaptors such as self-manipulators (e.g., scratching one’s leg; Chan et 
al., 2016) and gestures associated with cognitive processes (e.g., “Butterworths”; McNeill, 2005). 
Small gestures and stimming movements are meticulously transcribed, revealing otherwise 
unnoticeable social actions (Saccone et al., 2023; Chen, 2024). Non-verbal cues, like head and leg 
movements, are also annotated.  

Preliminary findings reveal monotonous information structures and prosody, characterized by 
slow, elongated prosodic units with limited speech rate and information type variation. In the 
monologue, there is also a clear prevalence of scanning the locutive content into prosodic units rather 
than aligning it with the speech's pragmatic architecture and textual hierarchy. This results in 
information management that is more connected to the prosodic parsing of the locutive content than 
to its pragmatic composition and in the repetition of the same prosodic patterns (Fig.1). 

Gesture reduction is evident across multiple gesture properties and is more pronounced in 
monological contexts. Overall, self-adaptors tend to replace gestures in accompanying speech. 

In our 9-minute sample, the subject performs 541 Information Units, recording only 53 
gestures (22 beats), always limited to the Stroke phase, and occurring in peripheral locations (e.g., on 
the belly or lap). In the monologue, gestures are never gathered within Gesture Units. Considering 
the Kendon’s continuum, no Emblems are observed, and the few idiosyncratic Iconic gestures never 
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depict objects.  Recurrent gestures (Ledwing, 2014; 2024; Bressem & Muller, 2014) are strongly 
reduced. For instance, Palm Up Open Hand is reduced to hand turn-out. In the monologue, just finger-
lifting (Cienki, 2021) (Fig.2). Similarly, the gesture for negation (Palm down horizontally across the 
body; Harrison, 2009) is minimized in trajectory or with the hand stuck on the lap (Fig.3). 
 

 
Fig.1 Monotonous repetition of prosodic patterns in the monologic performance (30 seconds) 
 

 
Fig.2 Palm Up Open Hand (Bressem & Muller 2014) performed by a non-autistic (left) and an autistic 
person (right) 
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Fig.3 Recurrent gesture of negation (Harrison 2009): reduced trajectory and position. 
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Second language (L2) signers exhibit ‘accents’ when signing, reflecting the influences of prior 
linguistic and motor experience. While sign language accents are under-researched, a key observation 
is that the accents of L2 sign language learners differ depending on whether they already have a 
signed first language (L1) or a spoken L1 (e.g., hearing non-signers). This study examines the 
production of never-before-seen Hong Kong Sign Language (HKSL) signs to understand the impact 
of linguistic and motor skills on L2 learning. 
 
Overview: Spoken L2 production is shaped by both phonological transfer from the L1 and L1-specific 
speech motor patterns (Gass et al., 2020; Chakraborty & Shanmugam, 2011). However, such motor 
patterns cannot transfer directly to a signed L2, which relies on a manual modality with different 
motor and phonological demands. Research suggests that hearing L2 signers exhibit greater kinematic 
variability (Hilger et al., 2015) and less precise motor control (Mirus et al., 2001) than fluent Deaf 
signers, possibly due to limited experience coordinating fine motor movements in 3D space or 
unfamiliarity with how these movements map onto sign phonology.  
 
This study integrates linguistic (phonological features) and motor (movement kinematics) analyses 
to explore whether motor proficiency alone can facilitate L2 sign production or whether specific sign 
language knowledge is essential. We compare three groups: native BSL signers with developed L1 
sign-specific motor patterns, musicians who have fine-tuned bimanual motor control (Sobierajewicz 
et al., 2018) and experience with hand movements in space to play their instruments, and L1 English 
speakers with no sign language or musical training.  
 
Hypotheses:  

1. Motor Generalisation Hypothesis: If generalised motor skills are sufficient for L2 signing, 
musicians and L1 signers will perform similarly, highlighting motor proficiency as a 
transferable modality. 

2. Linguistic-Specific Hypothesis: If sign-specific knowledge underpins L2 performance, L1 
signers will outperform all non-signers, regardless of their motor expertise. 

 
This approach enables a broader investigation of the impact of L1 and tests the hypothesis that manual 
dexterity, even without a signed L1, can influence L2 learning. 
 
Methodology and Analysis: Participants viewed 96 HKSL sign videos one time and were then asked 
to produce the signs, including facial expressions, as quickly and accurately as possible. HKSL signs 
were controlled across six levels of phonological complexity, balancing one- and two-handed signs, 
body contact, symmetry, and movement intricacy (Ortega & Morgan, 2015). Responses are analysed 
both linguistically (accuracy in phonological parameters; Stokoe, 1960) and motorically (kinematic 
measures from 2D/3D pose estimation via an opensource python library, OpenMMLab). 
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Preliminary results: Linguistic analyses using linear mixed-effects models (LMER) with 25 
participants per group revealed a significant Group × Complexity interaction (F(2, 6909.3) = 12.263, 
p < 0.001). While musicians did not reach signers’ performance, their fine-tuned motor skills gave 
them an advantage over non-musicians when producing signs of greater motoric and linguistic 
complexity (Figure 1). These results so far highlight that motor expertise can facilitate L2 sign 
learning, particularly as linguistic and motor demands increase, although sign-specific linguistic 
experience remains the strongest predictor of accuracy. 
 
Further Analysis: Wrist and finger movements kinematics and Dynamic Time Warping (DTW) will 
be used to analyse motion data, including the velocity and number of velocity peaks of key points 
(e.g. wrist, fingertips). DTW provides an index of similarity between HKSL model signers and 
participants’ movements by optimally aligning two time series for similarity analysis (Mueen & 
Keogh, 2016; Müller, 2007). We aim to assess motor similarity across groups, with smaller DTW 
distances indicating greater similarity, further exploring in motor contributions to L2 sign production. 
 

Figure 1. Articulation accuracy in different complexity among groups 
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Feedback occupies a central position in the field of language acquisition, where it is understood to 
facilitate language learning. While previous research has predominantly focused on how adults, 
particularly mothers, orient to and correct children's speech errors (Clark, 2020), feedback signals 
serve a much broader range of functions in interaction. Adult listeners are understood to be active 
participants in conversation who co-construct talk through their response tokens (Gardner 2001). 
However, the ways in which children acquire feedback-giving practices to signal their active 
participation in interaction remains an open question in developmental pragmatics, with limited 
research addressing this topic (Tykkyläinen 2010). 

To address this gap, this paper investigates children’s use of multimodal feedback signals in 
video corpora recorded in naturalistic contexts representing three very different languages and lingua-
cultures: Datooga (Tanzania); Qaqet (Papua New Guinea); and American English (USA, CHILDES 
talkbank). Prior studies of adult interaction show that feedback signaling the absence of 
communicative trouble can take various forms, including non-lexical vocalizations e.g., ‘mm’, lexical 
acknowledgments e.g. ‘yes’, manual lexical signs in sign languages, gestures, head nods, body 
posture, facial expressions, smiles and laughter, or even long blinks (Yngve 1970; Brunner 1979; 
Allwood 1992; Dingemanse et al. 2022; Bauer et al. submitted). Conversely, signals indicating trouble 
may include frowns, raising/lowering of eyebrows, head forward movements, gaze shifts, freeze-look, 
vocalizations (e.g., ‘uh?’), or repair initiators (e.g., ‘what?’) and combinations thereof (Kendrick 2015; 
Dingemanse 2015, Manrique 2016, Skedsmo 2020). This study examines which of these feedback 
formats children employ, focusing on embodied practices, and how children’s feedback compares to 
that of adults in interaction. 

Our findings reveal that young children (3-6) have a relatively high tolerance for non-
progressivity and break-downs in interaction. They appear to make fewer explicit attempts to achieve 
shared understanding or to indicate that they are monitoring their interlocutor’s speech. Nonetheless, 
children across our sample, do provide feedback: they assist with word searches, employ minimal 
repair initiators and produce extended repair formats. Additionally, children occasionally orient to 
other children’s non-target-like forms, thus providing metalinguistic feedback. However, preliminary 
observations indicate that young children use fewer embodied practices and less non-repair 
feedback—such as continuers, acknowledgments, newsmarks, and assessments—than adults 
(Gardner 2001; Bauer et al. under review) or school-age children (6-12) in comparable interactions 
(Bodur et al. 2023). 

We highlight this research gap in the developmental literature and provide two speculative 
explanations for the observed patterns and their implications for cognitive development and language 
acquisition. First, integrating insights from developmental psychology, we propose that the 
acquisition of non-repair feedback aligns with the development of Theory of Mind, as these practices 
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require a nuanced understanding of others’ mental states (de Villiers 2007). Second, we tentatively 
suggest that the organization of children’s interaction differs from adults’ in ways that makes non-
repair feedback less important, resulting in its later acquisition. The limited use of embodied practices 
in children’s feedback production hints at the progressive development of multimodal languaging in 
children (Cartmill et al. 2012; Özyürek 2018; Morgenstern 2022; Capirci et al. 2022; Arslan et al. 
2023; Karadöller et al. 2024). These findings contribute to our understanding of cognitive 
development and language acquisition, shedding light on the development of multimodal 
interactional mechanisms in childhood. 
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The starting point of this proposal is the hypothesis that gestures and body movements spontaneously 
play an essential role in the context of language education, since they are an integral part of the human 
communication system, as it has been demonstrated in several psycholinguistic studies (McNeill 1992, 
2005; Krauss 1998; Kendon 2004; Capirci, Contaldo, Caselli, Volterra 2005). The main aim is to 
substantiate this hypothesis by analysing data from ongoing empirical research and to argue the need 
to raise awareness of the potential of multimodality among language teachers and students and to 
promote kinaesthetic learning.  

The theoretical framework of this contribution is derived from the theories of Embodied 
Cognition in combination with the Total Physical Response approach (Hung, Fang, Chen 2014; Kuo, 
Fang, and Chen 2014). The latter considers the union of physical and verbal answers with the use of 
student’s body movements to prepare and learn verbal expressions during the language acquisition 
process. It encourages the physical involvement of the learner (Asher 1969). This approach can be 
integrated into Embodied Cognition studies to gain a broader perspective on the cognitive role of the 
body’s influence on the mind in learning and to include the effects of the teacher’s bodily actions 
during instruction on learning (Paloma, Ascione, Tafuri 2016; Stolz [ed.] 2021). Body actions and 
physical experience affect mental processes, and mental processes leave traces in the body. Body and 
mind interact with each other as two distinct, but not separate, independent systems (Barsalou 2008; 
Gibbs 2005). The result of this interaction is that we think, speak, and learn with the body as well as 
the mind or even we think, speak, and learn through the influence of the body on the mind and the 
influence of the mind on the body. 

Gestures and body movements are fundamental to cognitive and communicative functions 
such as conceptualisation, thought organisation, speech production and comprehension, development 
and management of emotions and pragmatic aspects (Tellier 2006; Swellera, Shinooka-Phelana, & 
Austin 2020; García-Gámez, Cervilla, Casado, & Macizo 2021; Goldin-Meadow 2023). The use of 
gestures and body movements by language teachers and learners corresponds to each of the cognitive 
and communicative functions mentioned above, as this paper aims to demonstrate by analysing data 
from an empirical study. It is a study in which thirty foreign language teachers who agreed to 
participate in the study answered a questionnaire about their teaching experience. Questions focused 
on the perceptions of frequency, the impact on teaching and learning by students, and the composition 
of gestures and body movements they use in class. It turns out that teachers use gestures both 
consciously and unconsciously, especially to explain and illustrate meanings, convey contents and 
give instructions for activities, represent pragmatic and sociolinguistic elements. Gestures and body 
movements make it possible to promote comprehension, memory, and attention, avoid verbalisation 
and translation into learners’ first language, support student participation in the lesson, convey 
cultural aspects, manage discomfort and anxiety. Examples of gestures and body movements used by 
the teachers involved in the study were included in the analysis of the data. Consequences for 
language education are derived from this.  
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In this presentation, I question: if we consider constructed action (CA) as being part of some sign’s 
inherent property, is it possible to re-analyse these signs as signs with two faces? I will give one to 
three examples of these signs, selected from a large, multimodal Finnish sign language (FinSL) corpus 
data and annotated with ELAN to address this question.  

Signs with two faces are iconic sign languages signs, which may manifest as descriptive, 
lexical signs in one context and as depictive, partly or non-lexical in another (e.g. Ferrara and 
Halvorsen 2017; Johnston and Ferrara 2012). For example, as Ferrara and Halvrosen (2017) presents 
from Norwegian’s sign language (NTS) corpus data, a sign SWIM (similar to FinSL sign SWIM) 
possesses this inherent property of dual potential and can be signed in context mediating both sides. 
This dual-reading of the sign SWIM rises from the non-manual cues, such as the word-like mouthing 
(descriptive) and elements expressed with face and head (depictive) (Ferrara and Halvorsen 
2017:382–83).  

The dual potential of iconic, lexicalized signs are widely recognized in the literature (Cormier 
et al. 2012; Zeshan 2003) among others). Interestingly, most of the researchers aim to make a 
distinction between the ones depicting and the ones describing (e.g. Cormier et al. 2012; Dudis 2011), 
even though the fuzzy boundaries are well acknowledged (e.g. Johnston 2013) and signs are known 
to lexicalize and de-lexicalize (e.g. Jantunen 2018; Johnston and Ferrara 2012). The gradience and 
detailed analysis of CA has brought a new perspective to this matter.  

CA is showing something by enacting it, with different articulators such as the head, gaze, 
hands and torso. When doing CA, the signer (or the speaker) takes a role of another character and 
enacts this character’s thoughts, feelings, sayings or actions from this point of view. CA is gradient 
and subtly changing, depending on the amount and the overtness of used articulators and it can be 
roughly divided to overt, reduced and subtle CA (Cormier et al. 2012). 

The connection between CA and certain signs are found so strong, that it has been suggested, 
that CA and these signs incorporating embodiment should be analysed as a “continuum of 
lexicalization of embodiment”. This continuum includes three prototypes of sign languages signs: 1. 
signs incorporating embodiment (lexical), 2. handling depicting signs (partly-lexical) and 3. CA-
gestures (non-lexical). The first ones mentioned are fixed lexical signs, such as SWIM presented 
earlier in this paper (when signed as describing the action). The last mentioned is an ad hod non-
lexical gesture, purely showing the actions or postures of the character (i.e. CVPT-gestures as in 
McNeill 1992). Handling depicting signs are in-between cases, with some fixed parts of the sign and 
some purely context-dependent parts. (Cormier et al. 2012). 

To identify different types of signs along this continuum, the authors suggest, that the 
overtness of CA helps to identify the lexical degree of the sign. Instead of using the continuum only 
for this purpose, I question: if a sign incorporating embodiment can be lexicalized from instance of 
CA and de-lexicalize through the use of CA, should these signs be considered as signs with two faces?  
The presentation will focus on the form and the meaning of the example-signs, concentrating on the 
different parameters and articulators (e.g. torso and gaze) and their participation in the meaning-
making and taking CA into account. With this presentation, I aim to participate the discussion about 
the multimodal model of language, including such perspectives as depiction and gesture as being part 
of language (following Kendon 2004 among others).  
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Most deaf children (95%) are born to hearing parents (Michael & Karchmer, 2004). These children 
often do not have access to sign or spoken language even with hearing aids, children may not get 
adequate linguistic input (Hall et al., 2019). In such cases, these children (i.e., late signers) acquire 
sign language late, possibly until they enroll in a deaf school. By contrast, deaf children with deaf 
parents (i.e., native signers) learn sign language from birth onwards from their deaf parents (e.g., 
Lillo-Martin & Henner, 2021). Previous studies have shown detrimental effects of late sign language 
exposure when late signers are compared to native signers on several linguistic capabilities such as 
grammatical judgment (Boudreault & Mayberry, 2006), mean length of utterance (Berk et al., 2012; 
Cheng & Mayberry, 2019), and spatial descriptions (Karadöller et al., 2017, 2021, 2013). Less is 
known about how late-signing children acquire lexical signs upon their first exposure and whether 
lexical properties of the signs such as iconicity, that is the resemblance between the sign form and 
what it refers to in the real space (Perniss et al., 2010) and phonological complexity (Ortega & Morgan, 
2015), influence this acquisition process. Here, we investigate the lexical development of late-signing 
children via an intervention study over a mobile-compatible web app that provides a consistent and 
accessible platform to teach early acquired lexical signs in Turkish Sign Language (Türk İşaret Dili, 
TİD).   

Participants consist of deaf children who acquired sign language late (currently n = 12; Mean 
Age in months = 83,67; Age Range in months = 54-114). The intervention is carried out via an 
application developed to teach lexical signs in TİD, consisting of 14 semantic categories (e.g., animals, 
food, vehicles). For each category, the app has exposure and test modules (see Figure 1 for examples). 
In the exposure module, children saw a video of a sign and an image corresponding to that sign. In 
the test module, children saw a video of a sign and two images from the same category, and then, they 
were expected to choose the correct answer. Videos used in the app were obtained from TİD-CDI 
(Sümer et al., 2017). At the start of the intervention, children received a general test that measured 
their baseline accuracy. This task was also repeated at the end of the intervention. Iconicity and 
phonological complexity ratings of the signs were determined as part of a bigger project launched to 
create a lexical database for TİD. Iconicity ratings were obtained from hearing Turkish speakers on a 
7-point Likert scale based on Caselli and colleagues (2017). Phonological complexity ratings were 
calculated following Ortega and Morgan (2015).  

Results of the glmer models on the preliminary data based on eleven children showed that 
children significantly developed in their TİD knowledge after 8-week intervention (p < .001). This 
development is more pronounced for learning signs that are high in iconicity (p < .001) and 
irrespective of the phonological complexity of the signs (p > .05). 
Summarizing, these results showed that children can develop their TİD vocabulary when they are 
provided with suitable intervention programs. Moreover, their vocabulary expansion can be 
facilitated for signs that are high in iconicity. However, the phonological complexity of the signs does 
not facilitate or hinder this acquisition process. Overall, our findings corroborate evidence for 
iconicity’s effect on language acquisition (Caselli & Pyers, 2017; Ortega & Morgan, 2015; Pernis et 
al., 2010; Sümer et al., 2017; Thompson et al., 2012) and call for multiple practices to help establish 
alternative platforms of exposure for late-signing children to facilitate their language acquisition (Hall 
et al., 2019; Lillo-Martin & Henner, 2021). 
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Figure 1 
Examples from (a) exposure and (b) test modules 
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The study of animal communication, especially that of our closest relatives (gorillas, chimpanzees, 
bonobos and orangutangs), influences and is in turn influenced by research on the evolution of human 
language. A striking example of this mutual entanglement is offered by the origins of the ‘gesture-
first’ hypothesis (Kendon 2017): already put forward in the 18th and the 19th centuries, the idea of a 
gestural origin of human language gained new appeal in the light of both the negative and the positive 
results of two empirical studies, conducted in the 1940s and in the 1960s respectively. The first one 
was the failure of Hayes and Hayes (1952) to teach a chimpanzee to speak; the second one was the 
success of Gardner and Gardner (1969) in teaching Washoe, another chimpanzee, to use the symbolic 
gestures of human signed language. After Washoe, the gesture-first hypothesis outlined by Hewes 
(1973) became and remains one of the most influential theories of language evolution (supported by 
e.g. Corballis 2004; Tomasello 2008). One line of research into the evolutionary precursors of human 
language has thus focused on the intentional and flexible learning and use of gestures by non-human 
primates – mostly within an empirical framework derived from comparative psychology.  

An alternative perspective was offered (albeit more controversially) by the evidence from 
studies of monkey vocalizations: the research conducted by Seyfarth et al. (1980) on vervet monkeys 
alarm calls radically discredited a purely motivational and unvoluntary view of primate vocalizations, 
which instead appeared not only to have symbolic and referential properties, but also to be 
intentionally produced (Dennett 1983). However, the actual homology of alarm calls with human 
language was soon questioned, especially with respect to their intentional character, leading to the 
formulation of the framework of ‘functional referentiality’ (Macedonia and Evans 1993), which 
allowed the referential properties of non-human calls to be described without appealing to complex 
cognitive mechanisms underlying signal production and comprehension – thus retracting the idea of 
evolutionary continuity between language and primate vocal communication. Relying on neuro-
physiological studies of the unvoluntary and biologically fixed nature of monkey vocalizations (e.g. 
Jürgens 2002), scholars have therefore claimed that homologies with human language should be 
sought in more cognitively demanding behaviors – for example, our closest relatives’ ability to 
attribute meaning by integrating vocal signals and contextual cues (Wheeler and Fischer 2012) – 
rather than in the functionally referential properties of signallers’ calls. The lack of a unified approach 
and methodology to the different domains of ape communication has led not only to a supposedly 
limited understanding of their communicative abilities, but also to what Liebal and colleagues (2022), 
advocating for a multimodal approach to non-human communication, call a ‘void’ in the knowledge 
of the phylogenetic origins of language. 

In this presentation, I first outline how a multimodal understanding of human language 
(Kendon 2004) could benefit animal – and primate – communication studies in developing a 
theoretical framework within which the different domains of non-human semiotic systems can be 
held together. Second, I examine how in turn evidence of vocal learning in apes (Lameira 2017) and 
intentionally referential vocal signals (Crockford et al. 2012; Schel et al. 2013; Townsend et al. 2017) 
support the claim that both the gestural and the vocal domains exhibit evolutionary precursors of 
human language (Fröhlich et al. 2019). I hope to highlight how animal communication studies provide 
fruitful theoretical and empirical insights for the hypothesis of a multimodal evolution of human 
language (Levinson and Holler 2014), with respect to both proximate (Doherty et al. 2023) and 
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ultimate questions (Partan and Marler 2005; Fröhlich et al. 2018), as well as to its phylogenetic origins 
(Dediu and Levinson 2018).  
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In this study, we look at the concept of languaging as co-speech or silent-gesture which establishes 
joint-presence that promotes meaning-making through mediation filled exchanges. At issue are 
current challenges in elementary curriculums that place a macro focus on correct answer (i.e., 
logocentric) results. This qualitative study focuses on how deictic and iconic gestures in relation to 
the concept of languaging, enhances the process of content learning for young second language (L2) 
learners. Using Vygotskian (1987) Sociocultural Theory, languaging can be viewed as a dialectical 
unity (Lantolf & Poehner, 2014) where speech-thinking includes gesture and other multimodal forms 
of communication. Especially for children, gesture both materializes and carries concrete signs and 
perceptions in their environment. Speech-thinking, including gesture, carries actions and reflections 
that can demonstrate some forms of planning, problem solving, change, and eventual transformation.  

Languaging (Swain, 2006; Swain & Watanabe, 2013), is a source for L2 learning and an 
authentic and initial form of mediation in speaking and writing. Furthermore, it can be viewed as 
collaborative dialogic discourse where participants (i.e., teachers and students) use personal, emotive, 
and narrative-based experiences to enhance meaning and mediate their own thinking. However, 
almost all studies view languaging as functioning through oral and written modalities with less 
emphasis on gesture and multimodality (Li et al., 2023). 

This study attempts to address the challenge of understanding the phenomenon of languaging 
and gesture for pedagogical purposes, through the study of catchments and communicative dynamism 
(McNeill, 1992), contingencies (McCafferty & Rosborough, 2023), and forward-oriented gestures 
(Kendon, 2004; Streeck, 2009). We combine the characteristics of these terms and call them 
languaging-gestures. We define these as co-speech or silent-speech gestures that carry propositional 
implicatures that [can] activate meaning-making and sense-making between participants to better 
support young students. 
For this workshop, we combined our languaging research questions into the following: 

1. What does langauging-gestures look like and how do they mediate understanding for 
young L2 students? 

The data for this study are based on observation, video recording, analysis of interactions and 
dialogues, and a follow-up interview with the teacher. The settings were a variety of Title 1 schools 
in mountainous western United States.  Data collection covered multiple grades (e.g., 2nd, 3rd, and 4th) 
with teachers having a variety of multiple years of experience working with second language learners 
(i.e., English learners). Depending on the classroom, researchers used multiple cameras to capture 
speech and gesture as naturally occurring between the teacher(s) and students. Gestures were coded 
using an abbreviated form of McNeill’s (1992) coding scheme. Gesture phase and strokes were given 
primacy as carrying the central meanings in the classroom conversation exchanges. Definition of 
languaging-gestures (Kendon, 2004; McNeill, 1992; McCafferty & Rosborough, 2023; Streeck, 2009) 
were analyzed for how multimodal communication and thinking were extended as mediational tools 
for learning the new language. 

Findings from this study presents how languaging-gestures contain forward-orientation and 
contingency characteristics which actively promoted classroom discourse towards extensions and 
novel answers. Additionally, findings demonstrated how students did not necessarily follow the 
teacher’s discourse patterns and minimalist style of communicative exchange (Mehan, 1979). Instead, 
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students provided semantic and pragmatic features not readily available through classroom discourse 
as demonstrated by the teacher alone.  

Conclusions and implications include how languaging-gestures added to new meaning-
making acts that supported young L2 students in understanding new concepts in math, science, or 
language time. Additionally, languaging-gestures can be viewed as novel models produced by 
students demonstrating how they understand new concepts. Implications include how teachers can 
read the students’ contextualizations and holistic meaning-making, which can support teachers in how 
they can shift the classroom to better enhance and match their students’ mediational needs.   
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Context – This contribution analyzes a local grammar of Italian counterhegemonic discourse against 
the mafia, i.e. a counter-narrative in which an ‘Ndrangheta victim tells how a local community 
denounced acts of violence and symbolic intimidation (1993-2023). Typically, mafia organizations 
maintain social consensus over a territory by imposing a law of silence. The grammar of Italian civil 
Antimafia discourse which breaks omertà remains unexplored (Author, 2017). Overall, this 
contribution explores the contribution of multimodal construction grammar (composed of speech and 
co-speech-gesture) to spatial vectors in a usage-based grammar. 
Goals – Our main objective is to document and describe a local multimodal Italian Antimafia 
grammar in a Southern Italian community, where social resistance was linguistically expressed well 
before the so-called San Luca-Duisburg Feud. This grammar emerged as a relative of a mafia victim 
transformed private grieving in a networked set of (public) activities in Bovalino (close to San Luca), 
counterframing a social geography dominated by crime. We describe our Italian fieldwork interview 
data based on relevant core predicate-argument (mini-)constructions (for events and agent-patient 
roles) and non-core spatial and temporal relations encoded in verbal speech and depictive-deictic 
gestures based on Berkeley FrameNet scenarios and frames relevant to omertà and speaking up 
against it: Motion_scenario, Speak_on_topic and Silencing Frame (Boas 2021, Boas et al. 2024, 
Author fc.). 
Theoretical tenets – Three theoretical elements complete the descriptive predicate structures in the 
Italian Antimafia frame-based grammar under study: (1) the CDS model in Cognitive Grammar (R. 
Langacker, 2008; R. W. Langacker, 2014), with a conceptualizing focus on temporal unfolding and 
representation of past-present-future windowing of usage events displayed in terms of prospective 
and/or retrospective viewing frames; (2) intersubjective construal and transitions between the 
interviewee’s first-person individual perspective  and (past and ongoing) interactions with a vast 
array of (mafia and, particularly, Antimafia) social actors, such as perpetrators and a collective 
network of other victims’ relatives (Author, 2022), (3) Discourse Space Theory as a discursive 
complement to spatiotemporal satellite vectors in FrameNet (Chilton & Kopytowska, 2018, Cap 
2021). 
Data – We combine corpus linguistics with materialized field interview research, a rich cognitive 
semiotic and culturally relevant small-scale perspective (Sinha, 2021; Zlatev, 2010) in line with both 
Fillmore’s (2020) seminal ethnographic semantics and later constructicon objectives. The data are a 
2 h in situ ethnographic video interview with Deborah Cartisano, the daughter of the last murdered 
victim of mafia kidnapping, now actively involved in the regional Libera movement. 
(Expected) results – We provide a set of predication-based constructions used by the interviewee 
where three grammatical levels of spatiotemporal and intersubjective construal coincide: (1a) a 
network of intersubjective positions in which the first-person perspective is extended towards a 
collective plural we, (1b) predicates for expressing antagonisms with perpetrators, (2) temporal 
constructs for connecting the present story-telling with (tragic) past events and, importantly, future 
effects of collective memory, (3) multimodal spatial positioning in the local geography, deictically 
and depictively gestured, and their formerly negative and current positive values for the community. 
As such we hope to contribute modestly to a socially motivated, cohesive (Michaelis, 2024) Italian 
FrameNet. 
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In academia, there is a bias towards text: published articles are valued more than conference talks, a 
text citation is preferred to a citation from a lecture, and even oral presentations at conferences are 
called “papers”. 

Lectures, panel discussions, and conferences are academic genres where multimodal 
communication could thrive. Yet, these genres took on conventions that diminish the non-verbal 
modalities and make perception difficult: reading aloud texts that are too complicated for listening, 
speaking very fast in order to squeeze in as much material as possible, showing slides with long texts, 
sitting quietly for a long time without moving. When an image gets shown, it is rarely trusted by itself, 
and a layer of verbal explanation is added. Silence is considered awkward (in art history terms, there’s 
a kind of horror vacui of silence), so there is little time to think about what has been said. 

In my poster, I will dissect the decorum of conventional presentation formats and look into 
what impact they have on our attention. I will suggest that once a piece of research has been reduced 
to a text format, it might be difficult to add other modes without them being auxiliary. I will contrast 
such oral papers with lectures that are natively multimodal and in which multimodality is used in a 
refined way. I will give examples of mathematicians, scientists (David Deutsch, Roger Penrose), and 
artists (Laurie Anderson, Daniel Yovino) who use performative elements in their lectures to share 
some aspects of their research in an implicit way. I will also introduce the relatively recently 
formalized field of artistic research, which could be seen as a testing ground for multimodal 
presentation formats. The poster will be accompanied by video citations on the Research Catalogue 
platform. 

I will also provide a brief overview of the history of presentation tools and suggest that their 
affordances catalyzed different research content in different times, and that, if we don’t pick our 
presentation tools, the tools we use might be nudging us into doing research that fits to them. 
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